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PPMI 
Factorization



Mutual Information

Mutual information (MI) of two random variables is a measure of the mutual 
dependence between the two variables. 

It quantifies the "amount of information" obtained about one random variable 
by observing the other random variable

SYMMETRIC
NON NEGATIVE



Pointwise Mutual Information

PMI(w,c) = 0 w and c are statistically independent

PMI(w,c)>0 w and c co-occur more frequently than would be expected under an   
                              independence assumption

PMI(w,c)<0 w and c co-occur less frequently than would be
expected



Positive Pointwise Mutual Information



Positive Pointwise Mutual Information

Jurafsky, Dan. Speech & language processing. Pearson Education India, 2000.



Positive Pointwise Mutual Information
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Positive Pointwise Mutual Information



PPMI Factorization



Word2Vec 
Skip-gram with 
Negative sampling



Word2Vec Skip-gram with Negative 
Sampling (SGNS)

Mikolov, Tomás  ‘Efficient Estimation of Word Representations in Vector Space’. 1st International Conference on Learning Representations, ICLR 
2013, Scottsdale, Arizona, USA, May 2-4, 2013, Workshop Track Proceedings.  



Negative Sampling



BERT-based 
models



BERT-based models

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. In 
Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long 
and Short Papers), pages 4171–4186, Minneapolis, Minnesota. Association for Computational Linguistics.

https://aclanthology.org/N19-1423


type vs token embeddings
● type-based (static embeddings): Word2Vec, FastText, GloVe, …
● token-based (contextualized embeddings): BERT, eLMo, roBERTa, …



Lexical Semantic Change Models

P. Cassotti, P. Basile, M. de Gemmis, and G. Semeraro, “Analyzing Gaussian distribution of semantic shifts in Lexical Semantic Change Models,” IJCoL 
Ital. J. Comput. Linguist., vol. 6, no. 6–2, pp. 23–36, 2020.



Alignment 
Models



Alignment approach
Post-alignment 

● Post-alignment models first train static 
word embeddings for each time slice and 
then align them

Jointly alignment

● Jointly Alignment models train word 
embeddings and jointly align vectors 
across all time slices

● Jointly Alignment models can be 
distinguished in Explicit alignment models 
and Implicit alignment models.



Alignment approach
Post-alignment 

● Post-alignment models first train static 
word embeddings for each time slice and 
then align them

Jointly alignment

● Jointly Alignment models train word 
embeddings and jointly align vectors 
across all time slices

● Jointly Alignment models can be 
distinguished in Explicit alignment models 
and Implicit alignment models.

Post-alignment and Explicit alignment 
rely on the assumption that only few 
words change their meaning

!!



Orthogonal Procrustes (OP)

Rotation matrix

Embedding matrix 
time t

Embedding matrix 
time t+1

William L. Hamilton, Jure Leskovec, and Dan Jurafsky. 2016. Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change. In Proceedings of the 54th 
Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1489–1501, Berlin, Germany. Association for Computational 
Linguistics.

https://aclanthology.org/P16-1141


Jointly Alignment - Alignment constraint
Explicit alignment

● The objective function of explicit alignment 
models involves constraints on word 
vectors

● Typically those constraints require that the 
distance of two-word vectors in two 
consecutive periods is the smallest 
possible

Implicit alignment

● In the implicit alignment, the alignment is 
automatically performed by sharing the 
same word context vectors across all the 
time spans



Dynamic Word Embedding (DWE)

Explicit temporal 
constraints

PMI factorization

Regularization
term

Yao, Zijun, et al. "Dynamic word embeddings for evolving semantic discovery." Proceedings of the eleventh acm international conference on web search and data mining. 
2018.



Dynamic Bernoulli Embedding (DBE)

Explicit temporal 
constraints

Regularization
term

Rudolph, Maja, and David Blei. "Dynamic embeddings for language evolution." Proceedings of the 2018 World Wide Web Conference. 2018.



Temporal Random Indexing (TRI)
● Produce aligned word embeddings in a single step. 

● Count-based method.

● TRI is based on Random Indexing: near-orthogonality random index vectors

shared across all time slices so that word spaces are comparable.

Caputo, Annalina, Pierpaolo Basile, and Giovanni Semeraro. "Temporal random indexing: A system for analysing word meaning over time." IJCoL. Italian Journal of 
Computational Linguistics 1.1-1 (2015): 61-74.



Temporal Referencing (TR)
● Replace a subset of words in the dictionary (target words) with time-specific 

tokens
● Temporal Referencing is not performed when the word is considered a context 

word
● Since TR is a generic framework, it can be applied to both low-dimensional 

embeddings learned with SGNS and high-dimensional sparse PPMI vectors

Haim Dubossarsky, Simon Hengchen, Nina Tahmasebi, and Dominik Schlechtweg. 2019. Time-Out: Temporal Referencing for Robust Modeling of 
Lexical Semantic Change. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 457–470, Florence, Italy. 
Association for Computational Linguistics.

https://aclanthology.org/P19-1044
https://aclanthology.org/P19-1044


Temporal Word Embedding with a Compass 
(TWEC)

Implicit temporal 
constraints

Di Carlo, Valerio, Federico Bianchi, and Matteo Palmonari. "Training temporal word embeddings with a compass." Proceedings of the AAAI conference on 
artificial intelligence. Vol. 33. No. 01. 2019.



Contextualized 
Models



TempoBERT
● Use time as additional context
● Exploit time masking

Rosin, Guy D., Ido Guy, and Kira Radinsky. "Time masking for temporal language models." Proceedings of the Fifteenth ACM International 
Conference on Web Search and Data Mining. 2022.



Temporal Attention
● Extends self-attention to include time dimension

Time-specific weight matrix

Rosin, Guy D., and Kira Radinsky. "Temporal Attention for Language Models." arXiv preprint arXiv:2202.02093 (2022).



XLM-RoBERTa

Sebastian Ruder, Anders Søgaard, and Ivan Vulić. 2019. Unsupervised Cross-Lingual Representation Learning. In Proceedings of the 57th Annual Meeting of the 
Association for Computational Linguistics: Tutorial Abstracts, pages 31–38, Florence, Italy. Association for Computational Linguistics.

https://aclanthology.org/P19-4007


Gloss Reader
● Rely on XLM-RoBERTa and trained  on a English Word Sense 

Disambiguation (WSD) dataset (SemCor)
● Zero-shot ability on other languages such as Russian

The bank can guarantee deposits will eventually cover future 
tuition costs because it invests in adjustable-rate mortgage 
securities.

Context
Encoder

Gloss
Encoder

Rachinskiy, Maxim, and Nikolay Arefyev. "Zeroshot Crosslingual Transfer of a Gloss Language Model for Semantic Change Detection." Computational linguistics 
and intellectual technologies: Papers from the annual conference Dialogue. 2021.



Deep Mistake
● Pretrained XLM-R fintuned on MCL-WiC task
● Not depends on fixed sense inventories

Arefyev, Nikolay, et al. "DeepMistake: Which Senses are Hard to Distinguish for a WordinContext Model." Computational linguistics and intellectual technologies: 
Papers from the annual conference Dialogue. 2021.



Other models



Local Neighborhood measure
● Global measure

● Local Neighborhood measure

k nearest-neighbors

William L. Hamilton, Jure Leskovec, and Dan Jurafsky. 2016. Cultural Shift or Linguistic Drift? Comparing Two Computational Measures of Semantic Change. In 
Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing, pages 2116–2121, Austin, Texas. Association for Computational Linguistics.

https://aclanthology.org/D16-1229


Word Sense Induction
● Curvature clustering
● lin measure (based on the WordNet synset similarity)

Nina Tahmasebi and Thomas Risse. 2017. Finding Individual Word Sense Changes and their Delay in Appearance. In Proceedings of the International Conference 
Recent Advances in Natural Language Processing, RANLP 2017, pages 741–749, Varna, Bulgaria. 

https://doi.org/10.26615/978-954-452-049-6_095


Grammatical Features
● Grammatical features such as PoS tags, 

dependency labels, number, case, tense

● Grammatical features are language-dependent

● Interpretable results

Andrey Kutuzov, Lidia Pivovarova, and Mario Giulianelli. 2021. Grammatical Profiling for Semantic Change Detection. In Proceedings of the 25th Conference on 
Computational Natural Language Learning, pages 423–434, Online. Association for Computational Linguistics.

https://aclanthology.org/2021.conll-1.33

