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Binary Task

● Binary classification
○ Given a target word t, 

decide if it lost or gained senses 
from T1 to T2

● SemEval 2020 Task 1 Subtask 1
● Diacr-ITA 2021
● Evaluation on accuracy



SemEval 2020 Task 1.1 : Unsupervised Lexical 
Semantic Change Detection
● Four languages

○ English
■ Clean Corpus of Historical American English (CCOHA) [1810-2000]

○ German
■ DTA (different genre) [16th-20th century]
■ BZ + ND (newspapers) [1945-1993]

○ Latin
■ LatinISE [2nd century B.C. - 21st century A.D.]

○ Swedish
■ Kubhist corpus (newspaper) [18th-20th century]
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SemEval 2020 Task 1.1 : Unsupervised Lexical 
Semantic Change Detection
● Annotation
● Small set of words
● 4 annotators per language
● Sampled 100 uses per each word from T1 and Tw
● Pairs of word uses from both periods annotated on a four-point scale
● Annotation based on graph usage

○ Edge is the median of annotator judgment
○ Clusters based on senses
○ Compare clusters with sense frequency distribution (SFD)



DIACR-Ita 2020
● L’Unità (newspaper) [1945-1970 / 1990-2014]
● Tokenized, POS-tagged, Lemmatized
● Gold Standard Creation

○ Selection of target words
■ KRONOS-IT

○ Filtering candidates
○ Annotation



DIACR-Ita 2020
● Annotation
● Selected 100 words for each target 

○ Total 2,336 occurrences
○ 2 annotators for each sentence

● Valid instances of LSC
○ Targets  that have acquired meaning only in T2 and never in T1
○ 18 target words: 6 changes - 12 stable



Ranking Task

● Ranking target words according 
to the degree of lexical 
semantic change between T1 
and T2
○ SemEval 2020 Task 1 Subtask 2
○ RuShiftEval 2021



SemEval 2020 Task 1.2: Unsupervised Lexical 
Semantic Change Detection

● Same languages as task 1.1
● Sense Frequency Distribution (SFD) computed for each time period and cluster 

of sense
● Jensen-Shannon distance between normalised SFD used for ranking language 

change
● Spearman’s rank-order correlation with the gold rank



RuShiftEval 
● Follows similar approach to SemEval 2020 Task1
● Russian National Corpus [pre-Soviet-post-Soviet]
● participants to provide 3 grades of LSC for each target word (99) 
● Spearman rank correlation



Lexical 
Semantic Sense 

Discovery

● Differently from SemEval-like 
evaluation, list of target words 
comes from the corpora itself
○ Discovery of previously unknown 

semantic changes

● Challenges
○ Large number of predictions

● Filter only nouns, verbs and 
adjectives

● After selection, annotation phase
○ Based on clustering of word usage 

graph
○ 25 sentences annotated per each 

time period



Temporal 
Analogies

● Categorise words by meaning 
based on word representations

● New York Times articles 
[1990-2016]

● 27 Time beans – 1 for each year
● Vocabulary size: 20.936 (after 

removing words < 200 
occurrences & stopwords)

● Articles associated with 
metadata: Title, Author, Release 
Date, Section Label



Temporal Analogies Task
● 59 Section labels: Business, Sports, Technology, etc
● Section label used to determine the word meaning

○ e.g. Amazon 
○ 1995: 41% occurrences in World
○ 2012: 50% occurrences in Technology

● Dataset construction
○ Identify words in years that are particularly frequent into a section
○ 11 main sections retained: Arts, Business, Fashion & Style, Health, Home & Garden, Real Estate, 

Science, Sports, Technology, U.S., World
○ For each section s, word w, and time t, computes p = percentage of occurrence of w in s
○ For each word w, and section s, retain only the triplet <w, t, s> with highest percentage p 
○ Filter triplet where p < 35%
○ For each section s, retain only the top-200 words ranked by percentage p



Temporal Analogies Task
Ground Truth
● 1888 <w, t, s> triples across 11 sections
● For each word-year pair, the associated category is the ground truth:

<w, t>: s
Clustering Task
● Every pair of words as a series of decisions
● Pick any two (w, t ) pairs:

○ If they are clustered together and have the same section label, this is a correct decision; 
otherwise

○ Clustering performed a wrong decision



Temporal Analogies Task
Metrics
● Normalised Mutual Information

● F-measure
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SemEval 2020: Task 1.1
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